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Outline

»(Online social search website

» Seek answers from experts by using the question-and-answer
social network website.

» User looking for information can pose a question and send it
to his friends or person recommended by the system.

= User who get this question may answer it or forward it to
others.




The frade-off between utility and
privacy cost of online social search

= Utility
= OSS can take the advantage of the OSNs to look for experts.

= The users who poses the question may get utility as the question may
finally reach the experts and get a great number of responses.

®Privacy cost

= When a question is asked and passed around to other users along
friendship links, the questioner’s personal information may also be
exposed.

= The more the number of people who have received the question,
the higher the questioner’s privacy exposure.



Framework of the utility and privacy
cost of online social search

»The network graph: ¢ = (V,E, L)
® || =n verticesand |E| = m edges

»For every edge (u,v) € E,p(u, v) denotes the
probability of the influencefromutov :
Independent Cascade model

®The measurement of utility

»] = {l,l,, .., 1} s the set of labels to indicate
expertise in various fields. L = {computer science,
economics, geogrophy, ...}

»Fach node u € V has a set of labels LB (u) < L.
L, € L represents the expertise required.

= p;. . Utility value  preay = Xiers)Py




Framework of the utility and privacy
cost of online social search

» The measurement of privacy cost

» P| = {pi,,pi,,..piy}: allkinds of personal information for one person in the
system.

= PIS c PI .any information spread can be regarded as a set of personal
information.

=™ ¢,.: privacy cost of personalinformation pi; C = X,; eprsc(pi;)

The information diffusion model : Independent Cascade model
(IC model)

» A user may choose aset of seed nodes: S €V

» S..nodeset newly activated attimet S,=S5,5.NS,_., =0

= At time t+ 1, every node u € S, fries to activate its neighbors v € V\U y<;<:S;
independently with probability p(u, v)

» A(S): the set of nodes activated by theseedset S  a(S) : the expected
value of |A(S) |

» £ ={i|li € A(S),LB(i)NL, # @} : the set of experts activated by the seed set S




The frade-off of the utility and privacy
cost of online social search

= The problem formulation:

™ U.(S) = ZuesPLew - the Ufility the questioner may get by choosing the
set of seednodes S.

» Ca(S) :the privacy cost of the questioner.

= How to make a trade-off between the utility and the privacy cost?

Two properties of the () function ([6])

» Submodular : a(SU {v}) —a(S) = a(TU {v}) —a(T) forallv eV and all
subsetsSand Twith S €T cV

= Monotone: a(S) < o(T) forallsetS<T

» For any function F(-) that is both submodular and monotone, it can
be proved that the simple greedy algorithm can provide 1 —1/e
approximation for maximizing F(S) among all setfs S of size k. Besides,
many algorithms can be used to solve the influence maximization
problem, like Degree Discount Algorithm[§].



Algorithm to trade-off the utility and
privacy cost of online social search

» Maximize the ratio between the utility and privacy
cost

o ULe (S)/ CU(S)
/-No’r submodular

= |f we only consider the utility, then the Labeled Degree
Discount heuristic[7] could be used here to find seed
nodes.

= Utility Privacy Cost Ratio Discount Algorithm
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Algorithm 1 Utility Degree Discount Algorithm

Initialize S = 0
for each node v € V do
compute its degree d,
dd, = d,
Initialize |t,| = 0.|s,| =0
for . =1to k do
Select u = argmax, e\ s{dd, }
S =Su{v}
for each neighbor v of w and v € V' \ S do
Sy = Sp + 1
if LB(u) = L. then
ty =1ty + 1
end if
if LB(v) = L. then
ddy, = (1 —p)**[1 + (dy — tu)]
else
dd, = (1 —p)**(d, — t,)
end if
end for
end for
end for
return S
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Utility Degree Discount Algorithm

d, : the number of neighbors of v
who are experts

Sy : the number of neighbors of v
who are seeds

t, : the number of neighbors of v
who are seeds and experts

dd, : degree discount



Utility Privacy Cost Ratio Discount
Algorithm

|

Algorithm 2 Utility Privacy Cost Ratio Discount Algorithm

Initialize S =0

for each node v € V do
compute its degree d,,
dd, = d,/dg,

Initialize |t,| = 0.]s,| =0 d, : the number of neighbors of v
for i =1 to  do who are experts
Ss,el:ai, N Tl‘(;"g matuev\s{ddy} dg, : the number of neighbors of v
for each neighbor v of u and v € V' \ S do Sy : the number of neighbors of v
Sy = Sy + 1 who are seeds
if f’B_(‘;) j‘ie then t, : the number of neighbors of v
end if who are seeds and experts
if LB(v) = L. then dd, : degree discount
dd, = (1 —p)**[1 + (dy — t,)]/(dgy — $v)
else
ddy, = (1 —p)**(dy — ty)/(dgy — sv)
end if
end for
end for
end for
return S
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Evaluation

» Results

= Utility and cost ratio of three questions, community 1(426 nodes), community 2(400 nodes),
community 20(40 nodes), the probability in IC model of the community 20 is 0.05
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