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figure 1. A typical microgrid structure including loads and DER units serviced by
a distribution system.

o Distributed Grid intelligence: utilize communication network to coordinate with the other MGs and utility grid.
o Work on both grid-connected and autonomous mode.

o Seamless switch between two modes (plug-and-play)

Improve the flexibility, reliability, distributed intellgence and reduce power
transmission|loss.
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Advantages of MG cooperation: ' ' " NI
o Exploit the renewable energy penetration [1][2]: exploit the diversity
in energy production across geographically distributed areas
Exploit power capacity[3][4] Figure 1: System Model.
Reduce end user cost[4][5]
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Reduce power loss[5]
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An Adaptive Distributed Scheduling Algorithm of MG Cooperation

Objective: Improve the long-term utility function of MG Network (MG) by MG cooperation.
o Power Scheduling among MGs

Algorithm 1 Distributed Online Cooperative Power Scheduling for MGs Cooperation
(DOCPS)

1: procedure DOCPS oF MG i IN TIMESLOT ¢t

2: Ai(0) <= A and broadcast them to all the connected MGs of MG i.

o Charging/discharging of ESS
o Power transactions between MG and the utility Grid

3: k=1.
4: loop:
5: if \;(k) — X\i(k — 1) < o, where o is the stop criterion. then
M et h 0O d 6: Receive all Xj(k).
o 1mi 1 T: Calculate S;;, C;, and H} by solving the problem of (17).
Lypunov Optl mlzatlon 8: Broadcast S ; to all the connected MGs.
5 : 9: Receive all S;; and update N(k+1) = Mk) +o{Li+H; =37, S5 Ajimji —
Vlrtual Queue TeChnOIOgy G}, where « is the constant step size of \; loop.
10: Broadcast \i(k + 1) to all the connected MGs.
11: k=k+1.
Theorem 2. Given X;(0) =0and 0 <V < V4. Applying 12 close;
) i . 13: i + i + max(deltay (string(i)), deltas(j)).
DOPS ensures the following performances: 16 goto fop.
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where B is a positive constant independent of V' and its
expression can be found in the proof below, fPO¢PS and
[* denotes the value of objective function achieved by DOPS
and the optimal performance in theory, respectively.
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FUTURE WORK

1. Reliability assessment of MGN

2. Improvethe systemreliability by MG cooperation




