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Natural Language Understanding (NLU)
Understanding human language is difficult to represent:

◦ Syntax

◦ Semantics

◦ Pragmatics

Applications:
◦ Topic Modelling

◦ Information Extraction

◦ Machine Translation

◦ Text Summarization

◦ Dialogue Systems

◦ …



Representation Learning for NLU
Representation Learning:

o is concerned with questions surrounding how we can best learn meaningful and useful 
representations of data. 

o The performance of machine learning methods is heavily dependent on the choice of data 
representation on which they are applied.

Deep Learning:

o Use deep learning (deep neural network) methods to generate proper data representation

o Typically, vectorial/distributed representation.



Undirected Topic Models
Modelling a document using a Restrict Boltzmann Machine (RBM).

◦ Traditional Learning Algorithm:
◦ Contrastive Divergence (CD): 

◦ slow and unstable

◦ Our methods:
◦ Noise Contrastive Estimation

◦ Fast but cannot directly applied to documents.

◦ α-NCE:  

◦ modifying the traditional NCE and applicable to natural language

◦ much faster than CD.

◦ performance comparable

This work is accepted as a short paper in ACL-IJCAI 2015



Sequence-to-Sequence Learning
Different from Topic Modelling, this part focus more on word orders and has more applications 
on real-life, such as machine translation.

The core idea is “Sequence-to-sequence Learning”:
◦ We have:

◦ Source sequence

◦ Target sequence

◦ What we do:
◦ Model the transformation using a Encoder and Decoder

◦ With additional techniques such as Attention Mechanism

◦ What we can do more:
◦ Look deep into the Seq2Seq learning framework.



Incorporating Transformation Rules

Basic Idea:
• Incorporating rules into Seq2Seq Learning

Useful in dialogue system:
• A simple dialogue system can be seen as a Seq2Seq 

Learning framework

• Transformation Rules:
• Hello, I am X ->  Nice to meet you, X

• Combine existing transformation rules into a neural 
network based dialogue system.

This work is accepted as a workshop paper in ICLR 2016



Incorporating Copying Mechanism

Basic Idea:
• Incorporating a special Copying 

Mechanism in traditional Seq2Seq 
learning framework.

Useful in text summarization, machine 
translation and dialogue system:
• Sometimes we not only need generate 

words, but also need copy from the 
source.

• A hybrid addressing mechanism of 
both context and location.
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This work is accepted as a long paper in ACL 2016



Incorporating Copying Mechanism


