Deep Learning for
Natural Language
Understanding
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Natural Language Understanding (NLU)

Understanding human language is difficult to represent:
o Syntax

o Semantics
° Pragmatics

Applications:
> Topic Modelling

o Information Extraction
° Machine Translation

o Text Summarization

° Dialogue Systems



Representation Learning for NLU

Representation Learning:

o is concerned with questions surrounding how we can best learn meaningful and useful
representations of data.

o The performance of machine learning methods is heavily dependent on the choice of data
representation on which they are applied.

Deep Learning:

o Use deep learning (deep neural network) methods to generate proper data representation

o Typically, vectorial/distributed representation.



Undirected Topic Models

Modelling a document using a Restrict Boltzmann Machine (RBM).
o Traditional Learning Algorithm:

> Contrastive Divergence (CD):

Stochastic Latent Topics

> slow and unstable

° Our methods: New Horizons Displays Pluto’s Big Heart
o Noise Contrastive Estimation

10 — - -
sol|** CO-1 Ak o-NCE-1 44 o-NCE-25
B8 CD-5 44 o-NCE-5

o Fast but cannot directly applied to documents.

> a-NCE:
> modifying the traditional NCE and applicable to natural language
> much faster than CD.
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This work is accepted as a short paper in ACL-IJCAI 2015 Figure 1: Comparison of running time



Sequence-to-Sequence Learning

Different from Topic Modelling, this part focus more on word orders and has more applications
on real-life, such as machine translation.

The core idea is “Sequence-to-sequence Learning”: VTV T T T T
> We have: [ N o N ot N B o N o B e
° Source sequence T T T T

o Target sequence

> What we do:
> Model the transformation using a Encoder and Decoder
o With additional techniques such as Attention Mechanism

o What we can do more:

> Look deep into the Seq2Seq learning framework.




Incorporating Transformation Rules

Nice to meet you, Han Solo

Basic Idea: i
) . . . \ Short-term memory

* Incorporating rules into Seq2Seq Learning F=———— ’""“"-r ------- ~———————
000000080)!: [[ “Han solo” | !
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Useful in dialogue system: — et £ o
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« Asimple dialogue system can be seen as a Seq2Seq i
Learning framework Hello, T am Han Solo External Rule Memory
* Transformation Rules: e AR S s L nen Se

* Hello, | am X -> Nice to meet you, X

* Combine existing transformation rules into a neural
network based dialogue system.
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Memory networks
for Rules

This work is accepted as a workshop paper in ICLR 2016



Incorporating Copying Mechanism

(b) Generate-Mode & Copy-Mode

Prob(“3Jebara”)=Prob(“Jebara”, g) + Prob(“Jebara”, c)
Softmax

[[I:II:I DDDllDDDDDD-DJ]
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Basic Idea:
* |Incorporating a special Copying
Mechanism in traditional Seq2Seq

translation and dialogue system:
* Sometimes we not only need generate .
hello B my name 1is Tony Jebara . (c) State Update || f-=-=s=s===s==sssazs
WOI’dS, but aISO need COpy from the (a) Attention-based Encoder-Decoder (RNNSearch) _‘-I;I-D-D-Q-D-!-I-:l-l:l--'
source.
* A hybrid addressing mechanism of
both context and location.
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This work is accepted as a long paper in ACL 2016



Incorporating Copying Mechanism

Input(3): K EF o, SHBEEN 1 bily Zobpa AJFANE . B 224 0% 00 50 © WU HGGE Bty JLAQBREe R A ar o de . 4R IR IREE . BLE 92 4 () WO AL

Aol a0, 18 HH BIPRSEEL U 0 00 B0 REA SOA MUk B fREE, RS, HRE

Today 9:30, the Fudan poisoning case will be will on public trial at the Shanghai Second Intermediate Court. The relatives of the murdered student Huang Yang has arrived at Shanghai from Sichuan. His father
said that they will start the lawsuit forcivil compensation after the criminal section. HuangYang 92-year-old grandmother 1s stillunaware of his death. In April, a graduate student at Fudan University Shanghai
Medical College, Huang Yang is allegedly poisoned and killed by his roommate Lin Senhao. Reported by Xinmin

Golden: #fk i #8524 41 HFw 92 26 WiHh #0441 15 ( the case of Lin Senhao poisoning is on trial today, his 92-year-old grandmother is still unaware of this)
RNN context: 5 H a5 WEREM = A T SN 6t Bifs, A0asir i T AR SRR G 7
CopyNet: 8 H #8585 4 {E i | AJFaiH ( the Fudan poisoning case is on public trial today in Shanghai )

Input(4): 98 Y05 (300027 ) {EWEE WCHR JG Ao B AT BLAA ¥ 52,08 {070 100 H7T ACR B0 ety HERAT) 35T BEAS #7569 ACR B2 50 0 (9 A . 3T Lhaat iy

HeAl Do R SEE RO Fean ¢ R AR AN B SO R X R WA A kg By — A B .
Huayi Brothers (300027) announced that the company intends to buy with its own fund 397.8 million 51% of Zhejiang Yongle Film LTD's stake owned by a number of shareholders of Yongle Film LTD. For
this acquisition, the secretary of the board, Hu Ming, said yesterday: "the merging with Yongle Filmiis to strengthen Huayi Brothers on TV business".

Golden: *Ei5 W 40 Y Ak 8240 5 1 % JERL ( Huayi Brothers intends to acquire 51% stake of Zhejiang Yongle Film )
RNN context: "B bl SR ACR s ol SACR IS 3 <RI BEULA IR “UNKPR “UNKAY X 5] 2

CopyNet: i =5 Ul 3.978 {24 U5 AR 2200 B0BR B Ina@ FELR] 5 ( Huayi Brothers is intended to 397.8 million acquisition of Yongle Film secretaries called to strengthen the TV business )

Input(7): T)7, KITEH . 208 TARHAEMITE. “BWOMEEETA, XEFTHE. " Hh—ANHE. 7840 B, 0#& K B EeX W B ) G
T ARAT . R s A, SR ERCE I T, A T A R .

The factory’s door is locked. About 20 works are scattered to sit under the shade. “We are ordinary workers, we are waiting for oursalary here.” one of them said. In the morning of July 4th, reporters arrived at
Shenzhen Yuanjing Photoelectron Corporation located at Qinghu Road, Longhua District, Shenzhen. Just as the rumor says, Yuanjing Photoelectron Corporation is closed down and the large shareholder Xing
Yi is missing.

Golden: #3470 &% LED il {8l [ Z0H F LA ¥ %5 Z4 ( Hundred-million CNY worth LED enterpnise is closed down and workers wait for the boss under the scorching sun)

RNN context: j#Hl| “<UNK>": i##ll<UNK><UNK>, <UNK>, <UNK>, <UNK>

CopyNet: TR T 5[ 20 45 TN B ARAE SR ( Yuanjing Photoelectron Corporation is closed down, 20 works are scattered to sit under the shade )




