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Motivation and Background

Properties of Cross-media

Cross-modality : many kinds of features can be obtained and they have different
intrinsic discriminative power to characterize the corresponding semantic

Cross-collections : the data about a same topic/event may be obtained from
multiple sources.
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Motivation and Background

Challenge

Semantic gap between data from different modalities

Heterogeneity gap between data from multiple sources

Tremendous amount of cross-media data

Three related cross-learning research topics

Cross-media retrieval : support similarity search for multi-modal data [1] [2]

Cross-media ranking : learn ranking function to preserve the orders of relevance
for cross-media data [3] [4]

Cross-media hashing : learn hashing function(s) to faithfully preserve the
intra-modality and inter-modality similarities and map the high-dimensional
multi-modal data to compact binary codes. [5] [6]
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Step 1 : cross-media retrieval for image search engine

Keyword-based image search

Traditionally, keyword-based
image search is performed by
leveraging the surrounding texts
of images

Click-through data are natural
labeling sources for
keyword-based image search

Unique properties of the click-through
data

Noisy with typo and missspelling

Short query with lots of people
name and location name

Sparse

Large scale
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Task

FIGURE 1 – The task of Microsoft Bing Grand Challenge.
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Proposed model : click-through-based word embedding (CWE)
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FIGURE 2 – The overall architecture of our proposed model.
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Click-through-based word embedding (CWE)

Objective function :

arg max
W

∑
eij∈D′

f (cij )(logσ(v+T
j WT qi ) + logσ(−v−T

k WT qi )) (1)

where eij is a data entry (qi , v+
j , v

−
k , cij ) in D′

f (c) =

{
(c/cmax )

α c < cmax

1 otherwise
(2)
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Evaluation : retrieval performance

TABLE 1 – NDCG@25 (%) of different approaches on Dev dataset

Approach PSI CCA CCL CWE Random Upper Bound
49.91 50.55 50.59 51.12 46.64 67.73

Normalized Discounted Cumulated Gain at depth d (NDCGd ) :

NDCG@d = Nr

d∑
i=1

2reli − 1
log2(i + 1)

(3)

where the reli = {Excellent = 3,Good = 2,Bad = 0} is manually judged
relevance for each image with respect to the query. Nr is a normalizer to make the
scores for 25 Excellent results 1 : Nr = 1∑d

i=1
7

log2(i+1)
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Evaluation : retrieval performance
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FIGURE 3 – The NDCG value at different depths for
CWE using different image features compa-
red with the random method.

Time complexity

For a query with length lq , the training
complexity is (lq + 2)× d . It does not
scale up with the number of triads in
the click log, the image size or the
vocabulary size.

Our model takes only 30 minutes to
process 1 million triads until converge
on an ordinary PC with 1.4GHz CPU
and 8GB RAM, while the state of art
CCL takes 32 hours to process the
same number of data on a server with
2.4GHz CPU and 128GB RAM.
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Evaluation : retrieval samples
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Evaluation : quality of word embedding

FIGURE 4 – Most similar words retrieval for given sample
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FIGURE 5 – Two-dimensional PCA projection of the
1000-dimensional click-through-based word
vectors of countries and their capital cities
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Conclusion

We look at the problem of cross-media retrieval from an image search engine by
leveraging the click-through data. There are only limited works about this topic.

We propose a novel probabilistic model to bridge the semantic gap between
images and queries by modeling the conditional probability of an image to be
clicked given a query. Negative sampling and an adjusted weighting function has
been applied.

The extensive experiments have demonstrated that our model outperforms state
of art in terms of both accuracy and scalability. Thus, our model can be easily
applied in larger dataset.
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